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The last 5 years have seen a rapid growth 
in research applying artificial intelli-
gence or machine learning to improve 
the quality and safety of healthcare. This 
coincides with the release of web inter-
faces (such as ChatGPT from OpenAI 
and Copilot from Microsoft) that have 
enabled the general public (including 
health professionals and researchers) to 
easily access the latest generation of large 
language models (LLMs).

LLMs have fundamentally changed how 
machine learning is used across domains. 
Unlike previous generation systems that 
required careful data curation for specific 
tasks before training, modern LLMs work 
well with just a few examples or a simple 
problem description. This progress is 
mainly due to training on large volumes 
of web data that allows them to develop 
an ‘understanding’ of both language and 
general knowledge which they can then 
apply to a wide range of tasks.1

To fully comprehend the capabilities and 
associated dangers of LLMs, it is neces-
sary to briefly examine how they function 
which was summarised in a recent review 
published by this journal.2 Fundamentally, 
they are ‘auto- completion’ models trained 
to complete sentences, which can occa-
sionally lead to the generation of inaccu-
rate, if linguistically fluent, information—a 
phenomenon known as ‘hallucinations’ 
(figure 1). In addition, the generalisations 
on which they rely inherently limit their 
effectiveness when addressing marginal-
ised groups or less common healthcare 
topics. It is important to recognise that 
LLMs were not originally designed for 
use in healthcare settings, where require-
ments might very well be different. At 
a minimum, it is essential to use LLMs 
specifically designed for medical applica-
tions (such as Med- PaLM 2) and rigorous 
testing to ensure safety and effectiveness.

Several recent systematic reviews 
(focused on ChatGPT- based studies) give 
an oversight of emerging trends when 
applying LLMs in healthcare. They have 
been applied in most clinical specialties3 
and to address a wide range of applica-
tions.4 5 Consequently, the potential users 
of such applications have also varied, 
from health professionals and students to 
patients and carers.4 While initial work 
focused on professional users,5 a search 
for recent studies suggests that increasing 
amounts of research is focusing on patient 
information.

When investigating the use of LLMs 
to respond to medical queries, accuracy 
has been the most commonly used metric 
to assess the quality of LLM- generated 
responses with metrics such as complete-
ness, consistency, safety, appropriateness 
and readability considered much less 
often.3 5 One meta- analysis found that 
ChatGPT was able to correctly answer 
56% of multiple- choice questions (95% 
CI 51% to 60%) but this varied between 
clinical specialties.3 This may be related 
to the varying public availability of high- 
quality information on different topics.4

These findings give the impression of 
an emerging research field with many 
small- scale studies mapping potential 
applications for LLMs and developing 
methodologies. However, to move the 
field forward, more rigorous research 
methods and greater transparency of 
reporting are now required.3 4

In this context, the study in this issue 
by Andrikyan et al makes a welcome 
contribution to the field.6 First, it focuses 
on patients as potential users of LLM- 
powered search engines (specifically 
Microsoft Copilot in Bing) for drug infor-
mation. This user group has been rela-
tively understudied so far,5 yet as patients 
greatly outnumber professionals and have 
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less training in the interpretation of health informa-
tion, their use of LLMs may have greater potential for 
positive or negative effects. Second, the study addresses 
some of the methodological limitations of previous 
work. For example, it is transparent and systematic in 
its selection of drugs and patient questions with which 
to assess the responses of Copilot. It also uses a range 
of outcomes including the Flesch reading- ease score, 
completeness and accuracy in comparison with repu-
table information, and the likelihood and extent of 
possible harm.

The headline findings are alarming: The mean 
reading ease score was only appropriate for patients 
educated to undergraduate level and for some types of 
questions, median completeness and accuracy were as 
low as 20% and 50%, respectively. Similarly, 32% of 
expert ratings were for a medium to high likelihood of 
harm resulting from a patient following the advice with 
22% of ratings suggesting this could result in death or 
severe harm. However, these expert ratings should be 
interpreted cautiously because they are based on seven 
experts’ assessment of only 20 out of 500 answers 
selected for their low accuracy, low completeness or 
risk to patient safety. They are therefore not represen-
tative of the data set as a whole but could be consid-
ered to represent potential ‘worst case scenarios’. In 
addition, the inter- rater reliability between the seven 
experts who generated these data was low (0.19–0.20) 
and the system for rating the likelihood and extent of 
harm did not consider the relationship between these 
two variables. For example, expert ratings could not 

reflect the potential for one answer to have a greater 
likelihood of causing low harm and a lesser chance of 
causing death or severe harm.

Considering these findings and this field of research, 
we believe that the following developments should be 
considered in future. First, as healthcare LLM research 
moves from the initial technical exploratory phase to 
more focused development and implementation, it will 
be important to use appropriate best practice guidance 
and theoretical frameworks to ensure that LLM- based 
systems are addressing the most important problems 
in the most useful, implementable and sustainable 
manner. For example, models drawing on sociotech-
nical theories (such as the Systems Engineering Initia-
tive for Patient Safety model7) and frameworks for the 
development and evaluation of complex interventions 
should be used.8

Second, rather than working with LLMs designed 
for the general public and trained with large amounts 
of text retrieved from the web, healthcare researchers 
should consider collaborating with colleagues with 
expertise in computer science to develop bespoke 
systems to retrieve relevant information from reli-
able information sources. This may be especially 
critical for ensuring that these models capture 
healthcare- specific information which may not be 
available in significant quantities on the web for all 
relevant topics. Such an approach has the potential 
to prevent the generation of misleading information 
and has already proved successful in small studies.9 
It may also help to address the problems faced by 

Figure 1 An example of ‘hallucinations’ where the statistical information available to large language models results in the generation of plausible but 
factually incorrect outputs. This is especially problematic in safety critical domains such as healthcare.
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healthcare professionals in finding the most appro-
priate section of the most appropriate guideline for 
their patient.10

Third, more rigorous approaches to the assessment 
of understandability are required. While readability 
formulae are easy to apply, there are numerous limita-
tions in their applicability to health information.11 
The findings of future studies would therefore have 
greater validity if they also tested the understandability 
of LLM- generated information with potential target 
users. Techniques developed for the user- testing of 
health information are an appropriate starting point.12 
The fact that LLM outputs appear extremely plau-
sible makes such rigorous testing all the more critical. 
Ultimately, the effect of LLM- based systems on health 
outcomes should be assessed.

In a similar way to Andrikyan et al, future studies 
should also consider the potential impact on patients’ 
health of LLM- generated information. This should 
move beyond considering only the risk of harm of such 
information so that potentially beneficial outcomes are 
also estimated. For example, it is widely recognised 
that current healthcare practice leaves many patients 
poorly informed about their care which impairs their 
ability to participate in shared- decision making and 
may increase their risk of harm and decrease their risk 
of benefit.13 14 An LLM- based system that effectively 
improved overall patient knowledge might therefore 
increase overall health outcomes even if in some cases 
incorrect information led to harm. The adoption of 
methods from the field of health economics would be 
a useful approach to quantifying this balance between 
risk and benefit alongside the necessary ethical 
dialogue between patients, healthcare professionals 
and wider society.

The importance of such engagement was recognised 
as the first priority in the Health Foundation’s recent 
Priorities for an AI in Healthcare Strategy.15 Interest-
ingly, this was supported by a survey of both the public 
and healthcare staff. While both groups were, on 
balance, supportive of the use of artificial intelligence 
in healthcare, there was greater support among staff.16 
In a new and rapidly developing research field which 
may currently be dominated by enthusiastic early 
adopters, these survey findings emphasise the impor-
tance of high- quality public and patient involvement 
in research and ensuring that patients are supportive of 
such developments before implementation.

Of course, it should not be forgotten that the LLMs 
used by many researchers (eg, ChatGPT) are also avail-
able to patients and practising professionals and so it 
is likely that they are already being used in healthcare. 
However, there have been surprisingly few studies 
into the extent and nature of this phenomenon. Future 
research into this area would therefore be particularly 
useful to inform current practice, so is needed along-
side further studies into potential future applications 
for LLMs in healthcare.

Finally, to illustrate the current capabilities of LLMs, 
the following concluding paragraph was initially gener-
ated using Microsoft Copilot and then lightly edited. 
We uploaded a draft version of the article and used the 
prompt ‘Write a conclusion to this draft editorial for 
the journal BMJ Quality and Safety’.

The integration of LLMs into routine healthcare 
is a rapidly evolving field with significant potential 
to enhance various aspects of quality, safety and effi-
ciency. However, current research has highlighted 
several challenges including the accuracy, complete-
ness and safety of LLM- generated information. The 
adoption of rigorous research methodologies and 
collaboration with patients, the public, healthcare 
professionals and interdisciplinary researchers will 
help to ensure that the field progresses as rapidly as 
possible in a relevant direction. By addressing these 
challenges and leveraging theoretical frameworks and 
best practice guidance, healthcare systems can harness 
the benefits of LLMs while mitigating potential risks, 
ultimately improving patient outcomes and safety.
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